# **Confusion Matrix:**

Confusion Matrix as the name suggests gives us a matrix as output and describes the complete performance of the model. Lets assume, we have a binary classification problem. We have some samples belonging to two classes : YES or NO. Also, we have our own classifier which predicts a class for a given input sample. On testing our model on 165 samples ,we get the following result.
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Confusion Matrix

What can we learn from this matrix?

* There are two possible predicted classes: "yes" and "no". If we were predicting the presence of a disease, for example, "yes" would mean they have the disease, and "no" would mean they don't have the disease.
* The classifier made a total of 165 predictions (e.g., 165 patients were being tested for the presence of that disease).
* Out of those 165 cases, the classifier predicted "yes" 110 times, and "no" 55 times.
* In reality, 105 patients in the sample have the disease, and 60 patients do not.

*There are 4 important terms:*

* **True Positives**  (TP): The cases in which we predicted YES, and the actual output was also YES.
* **True Negatives**  (TN): The cases in which we predicted NO, and the actual output was NO.
* **False Positives**  (FP): The cases in which we predicted YES, and the actual output was NO. (Also known as a "Type I error.")
* **False Negatives** (FN): The cases in which we predicted NO, and the actual output was YES. (Also known as a "Type II error.")

Note:

Type 1 error:It is the **rejection** of a true NULL Hypothesis. i.e.  to falsely infer the existence of something that is not there (confirming to common belief with false information).

Type 2 error: It is the **failure to reject** a false NULL Hypothesis. i.e. to falsely infer the absence of something that is present (going against the common belief with false information).

I've added these terms to the confusion matrix, and also added the row and column totals:
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This is a list of rates that are often computed from a confusion matrix :

* **Accuracy:** Accuracy for the matrix can be calculated by taking average of the values lying across the**“main diagonal”.**

![https://cdn-images-1.medium.com/max/1600/1*NDD6vdbTcLPzXVbCKi87RA.gif](data:image/gif;base64,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)

It can also be stated as, Overall, how often is the classifier correct?

From the above **confusion matrix** accuracy:

* =0.91
* **Misclassification Rate:** Overall, how often is it wrong?

It is also known as "Error Rate”.

It can be calculated using:

* = 1-Accuracy

From the above **confusion matrix:**

* **True Positive Rate:**

 When it's actually yes, how often does it predict yes?

It Is also known as "Sensitivity" or "Recall"

It can be calculated:

* = 1-False Negative Rate

From the above **confusion matrix:**

* **False Positive Rate:**

When it's actually no, how often does it predict yes

It can be calculated Using:

From the above **confusion matrix:**

* **True Negative Rate:** When it's actually no, how often does it predict no?

It Is equivalent to 1 minus False Positive Rate

It Is also known as "Specificity"

It can be calculated Using:

From the above **confusion matrix:**

* **Precision:** When it predicts yes, how often is it correct?

It can be calculated Using:

From the above **confusion matrix:**

* **Prevalence:** How often does the yes condition actually occur in our sample ?

It can be calculated:

From the above **confusion matrix:**

Let us define  **P** positive instances and **N** negative instances for some condition. The four outcomes can be formulated in a 2×2 *confusion matrix*, as follows:

|  |  |
| --- | --- |
| **True condition** | |
|  | [Total population](https://en.wikipedia.org/wiki/Statistical_population) | Condition positive | Condition negative | [Prevalence](https://en.wikipedia.org/wiki/Prevalence) = Σ Condition positive/Σ Total population | [Accuracy](https://en.wikipedia.org/wiki/Accuracy_and_precision) (ACC) = Σ True positive + Σ True negative/Σ Total population | |
| **Predicted condition** | Predicted condition positive | [**True positive**](https://en.wikipedia.org/wiki/True_positive), [Power](https://en.wikipedia.org/wiki/Statistical_power) | [**False positive**](https://en.wikipedia.org/wiki/False_positive), [Type I error](https://en.wikipedia.org/wiki/Type_I_error) | [Positive predictive value](https://en.wikipedia.org/wiki/Positive_predictive_value) (PPV), [Precision](https://en.wikipedia.org/wiki/Precision_(information_retrieval)) = Σ True positive/Σ Predicted condition positive | [False discovery rate](https://en.wikipedia.org/wiki/False_discovery_rate) (FDR) = Σ False positive/Σ Predicted condition positive | |
| Predicted condition negative | [**False negative**](https://en.wikipedia.org/wiki/False_negative), [Type II error](https://en.wikipedia.org/wiki/Type_II_error) | [**True negative**](https://en.wikipedia.org/wiki/True_negative) | [False omission rate](https://en.wikipedia.org/wiki/False_omission_rate) (FOR) = Σ False negative/Σ Predicted condition negative | [Negative predictive value](https://en.wikipedia.org/wiki/Negative_predictive_value) (NPV) = Σ True negative/Σ Predicted condition negative | |
|  | | [True positive rate](https://en.wikipedia.org/wiki/True_positive_rate) (TPR), [Recall](https://en.wikipedia.org/wiki/Recall_(information_retrieval)), [Sensitivity](https://en.wikipedia.org/wiki/Sensitivity_(tests)), probability of detection = Σ True positive/Σ Condition positive | [False positive rate](https://en.wikipedia.org/wiki/False_positive_rate) (FPR), [Fall-out](https://en.wikipedia.org/wiki/Information_retrieval), probability of false alarm = Σ False positive/Σ Condition negative | [Positive likelihood ratio](https://en.wikipedia.org/wiki/Positive_likelihood_ratio) (LR+) = TPR/FPR | [Diagnostic odds ratio](https://en.wikipedia.org/wiki/Diagnostic_odds_ratio) (DOR) = LR+/LR− | [F1 score](https://en.wikipedia.org/wiki/F1_score) = 1/1/Recall + 1/Precision/2 |
| [False negative rate](https://en.wikipedia.org/wiki/False_negative_rate) (FNR), Miss rate = Σ False negative/Σ Condition positive |  |  |